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ABSTRACT 
 

Distributed m-healthcare 

cloud computing system 

significantly facilitates 

efficient patient treatment for medical consultation by sharing 

personal health information among healthcare providers. However, 

it brings about the challenge of keeping both the data secure and 

balancing load to improve the efficiency. Many existing access 

control and anonymous authentication schemes cannot be 

straightforwardly exploited. To solve the problem, in this paper, a 

novel authorized accessible privacy model (AAPM) is established 

with efficient Load balancing. Patients can authorize physicians by 

setting an access tree supporting flexible threshold predicates. 

Then, based on the technique of attribute-based designated verifier 

signature, a patient self-controllable multi-level privacy-preserving 

cooperative authentication scheme (PSMPA) adding Load 

balancing (PSMPAL) for increasing the efficiency in realizing three 

levels of security and privacy requirement in distributed m-

healthcare cloud computing system is proposed.  
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distributed cloud computing, m-healthcare system, Load balancing. 
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ABSTRACT 

Distributed m-healthcare cloud computing system significantly facilitates efficient patient treatment for 

medical consultation by sharing personal health information among healthcare providers. However, it 

brings about the challenge of keeping both the data secure and balancing load to improve the efficiency. 

Many existing access control and anonymous authentication schemes cannot be straightforwardly 

exploited. To solve the problem, in this paper, a novel authorized accessible privacy model (AAPM) is 

established with efficient Load balancing. Patients can authorize physicians by setting an access tree 

supporting flexible threshold predicates. Then, based on the technique of attribute-based designated 

verifier signature, a patient self-controllable multi-level privacy-preserving cooperative authentication 

scheme (PSMPA) adding Load balancing (PSMPAL) for increasing the efficiency in realizing three levels 

of security and privacy requirement in distributed m-healthcare cloud computing system is proposed.  

Keywords: Authentication, access control, security and privacy, distributed cloud computing, m-

healthcare system, Load balancing. 

 

1. INTRODUCTION 

Distributed m-healthcare cloud computing 

systems have been increasingly adopted 

worldwide including the European Commission 

activities, the US Health Insurance Portability and 

Accountability Act (HIPAA) and many other 

governments for efficient and high-quality 

medical treatment [1], [2], [3]. In m-healthcare 

social networks, the personal health information 

is always shared among the patients located in 

respective social communities suffering from the 

same disease for mutual support, and across 

distributed healthcare providers (HPs) equipped 

with their own cloud servers for medical 

consultant [28], [29]. How-ever, it also brings 

about a series of challenges, especially how to 

ensure the security and privacy of the patients’ 

personal health information from various attacks  

 

in the wire-less communication channel such as 

eavesdropping and tampering [5], [26]. 
 

As to the security facet, one of the main issues is 

access control of patients’ personal health 

information, namely it is only the authorized 

physicians or institutions that can recover the 

patients’ personal health information during the 

data sharing in the distributed m-healthcare 

cloud computing system. In practice, most 

patients are concerned about the confidentiality 

of their personal health information since it is 

likely to make them in trouble for each kind of 

unauthorized collection and disclosure. 

Therefore, in distributed m-healthcare cloud 

computing systems, which part of the patients’ 

personal health information should be shared and 

which physicians their personal health 

information should be shared with have become 
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two intractable problems demanding urgent 

solutions. There have emerged various research 

results [8], [9], [10], [11], [15], [16], [18], [19] 

focusing on them. A fine-grained distributed data 

access control scheme [9] is proposed using the 

technique of attribute based encryption (ABE). A 

rendezvous-based access control method [10] 

provides access privilege if and only if the patient 

and the physician meet in the physical world. 

Recently, a patient-centric and fine-grained data 

access con-troll in multi-owner settings is 

constructed for securing personal health records 

in cloud computing [30]. However, it mainly 

focuses on the central cloud computing system 

which is not sufficient for efficiently processing 

the increasing volume of personal health 

information in m-healthcare cloud computing 

system. Moreover, it is not enough for [30] to only 

guarantee the data confidentiality of the patient’s 

personal health information in the honest-but-

curious cloud server model since the frequent 

communication between a patient and a 

professional physician can lead the adversary to 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 1. Multiple security, privacy levels and load 
balancing in m-Healthcare cloud computing 
system. 

Conclude that the patient is suffering from a 

specific disease with a high probability. 

Unfortunately, the problem of how to protect 

both the patients’ data confidentiality and 

identity privacy in the distributed m-healthcare 

cloud computing scenario under the malicious 

model was left untouched.  
In this paper, we consider simultaneously 

achieving data confidentiality and identity 

privacy with high efficiency and load balancing. 

As is described in Fig. 1, in distributed m-

healthcare cloud computing systems, all the 

members can be classified into three categories: 

the directly authorized physicians with green 

labels in the local healthcare provider who are 

authorized by the patients and can both access the 

patient’s personal health information and verify 

the patient’s identity and the indirectly 

authorized physicians with yellow labels in the 

remote healthcare providers who are authorized 

by the directly authorized physicians for medical 

consultant or some research purposes (i.e., since 

they are not authorized by the patients, we use 

the term ‘indirectly authorized’ instead). They can 

only access the personal health information, but 

not the patient’s identity. For the unauthorized 

persons with red labels, nothing could be 

obtained. By extending the techniques of attribute 

based access control [22] and designated verifier 

signatures (DVS) [21] on de-identified health 

information [27], we realize three different levels 

of privacy-preserving requirement mentioned 

above. The main contributions of this paper are 

summarized as follows. 

(1) A novel authorized accessible privacy 

model (AAPM) for the multi-level privacy-

preserving cooperative authentication is 

established to allow the patients to authorize 

corresponding privileges to different kinds of 

physicians located in distributed healthcare 

providers by setting an access tree supporting 

flexible threshold predicates.  
(2) Based on AAPM, a patient self-controllable 

multi-level privacy-preserving cooperative 

authentication scheme (PSMPA) in the 

distributed m-healthcare cloud computing system 

is implemented [31], realizing three different 

levels of security and privacy requirement for the 

patients.  
(3) The formal security proof and simulation 

results show that our scheme far outperforms the 

previous constructions in terms of privacy-

preserving capability, computational, 

communication and storage overhead. 
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(4) Network Load Balancing is superior to 

other software solutions such as round robin DNS 

(RRDNS), which distributes workload among 

multiple servers but does not provide a 

mechanism for server availability. If a server 

within the host fails, RRDNS, unlike Network 

Load Balancing, will continue to send it work 

until a network administrator detects the failure 

and removes the server from the DNS address 

list. This results in service disruption for clients. 

Network Load Balancing also has advantages 

over other load balancing solutions—both 

hardware- and software-based—that introduce 

single points of failure or performance 

bottlenecks by using a centralized dispatcher. 

Because Network Load Balancing has no 

proprietary hardware requirements, any 

industry-standard compatible computer can be 

used. This provides significant cost savings when 

compared to proprietary hardware load 

balancing solutions.  
The rest of this paper is organized as follows. 

We discuss related work in the next section. In 

Section 3, the network model of a distributed m-

healthcare cloud computing system is illustrated. 

We provide some background and preliminaries 

required throughout the paper in Section 4. 

Section 5 describes the suggested model for Load 

balancing. Finally, Section 6 concludes the paper. 

2.  RELATED WORK 

There exist a series of constructions for 

authorized access control of patients’ personal 

health information [8], [9], [10], [11], [15], [16], 

[18], [19], [31], As we discussed in the previous 

section, they mainly study the issue of data 

confidentiality in the central cloud computing 

architecture, while leaving the challenging 

problem of realizing different security and 

privacy-preserving levels with respect to (w.r.t.) 

kinds of physicians accessing distributed cloud 

servers unsolved. On the other hand, anonymous 

identification schemes are emerging by exploiting 

pseudonyms and other privacy-preserving 

techniques [4], [10], [11], [12], [13], [14], [17], [20], 

[23], [25]. Lin et. Al. proposed SAGE achieving 

not only the content-oriented privacy but also the 

contextual privacy against a strong global 

adversary [12]. Sun et al. proposed a solution to 

privacy and emergency responses based on 

anonymous credential, pseudorandom number 

generator and proof of knowledge [11], [13]. Lu et 

al. pro-posed a privacy-preserving authentication 

scheme in anonymous P2P systems based on 

Zero-Knowledge Proof [14]. However, the heavy 

computational overhead of Zero-Knowledge 

Proof makes it impractical when directly applied 

to the distributed m-healthcare cloud computing 

systems where the computational resource for 

patients is constrained. Misic and Misic suggested 

patients have to consent to treatment and be 

alerted every time when associated physicians 

access their records [31], Riedl et al. presented a 

new architecture of pseudonymiaztion for 

protecting privacy in E-health (PIPE) [25]. 

Slamanig and Sting integrated pseudonymization 

of medical data, identity management, and 

obfuscation of metadata with anonymous 

authentication to prevent disclosure attacks and 

statistical analysis in [26] and suggested a secure 

mechanism guaranteeing anonymity and privacy 

in both the personal health information 

transferring and storage at a central m-health-care 

cloud server [7]. Schechter et al. proposed an 

anonymous authentication of membership in 

dynamic groups [6]. However, since the 

anonymous authentication mentioned above [6], 

[7] are established based on public key 

infrastructure (PKI), the need of an online 

certificate authority (CA) and one unique public 

key encryption for each symmetric key k for data 

encryption at the portal of authorized physicians 

made the overhead of the construction grow 

linearly with size of the group. Furthermore, the 

anonymity level depends on the size of the 

anonymity set making the anonymous 

authentication impractical in specific 

surroundings where the patients are sparsely 

distributed. 

3. Network Load Balancing  

Network Load Balancing scales the performance 

of a server-based program, such as a Web server, 

by distributing its client requests among multiple 

servers within the cluster. With Network Load 

Balancing, each incoming IP packet is received by 

each host, but only accepted by the intended 

recipient. The cluster hosts concurrently respond 

to different client requests, even multiple requests 

from the same client. For example, a Web browser 

may obtain the various images within a single 

Web page from different hosts in a load-balanced 

cluster. This speeds up processing and shortens 

the response time to clients. 
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Each Network Load Balancing host can specify 

the load percentage that it will handle, or the load 

can be equally distributed among all of the hosts. 

Using these load percentages, each Network Load 

Balancing server selects and handles a portion of 

the workload. Clients are statistically distributed 

among cluster hosts so that each server receives 

its percentage of incoming requests. This load 

balance dynamically changes when hosts enter or 

leave the cluster. In this version, the load balance 

does not change in response to varying server 

loads (such as CPU or memory usage). For 

applications, such as Web servers, which have 

numerous clients and relatively short-lived client 

requests, the ability of Network Load Balancing 

to distribute workload through statistical 

mapping efficiently balances loads and provides 

fast response to cluster changes. 

Network Load Balancing cluster servers emit 

a heartbeat message to other hosts in the cluster, 

and listen for the heartbeat of other hosts. If a 

server in a cluster fails, the remaining hosts adjust 

and redistribute the workload while maintaining 

continuous service to their clients. Although 

existing connections to an offline host are lost, the 

Internet services nevertheless remain 

continuously available. In most cases (for 

example, with Web servers), client software 

automatically retries the failed connections, and 

the clients experience only a few seconds' delay in 

receiving a response. 

4.  A DYNAMIC LOAD BALANCING 

MODEL 
 

The dynamic load balancing schemes we are 

proposing are based on a general four-phase load 

balancing model. A detailed description of the 

model is given in [32]. The four phases are 

described as follows. 

1. Processor Load Evaluation. A load value is 

estimated for each processor in the system.  

These values are used as input to the load 

balancer to detect load imbalances and   make   

load   migration decisions. 

2. Load Balancing Profitability 

Determination.  The imbalance factor 

quantifies the degree of load imbalance 

within a processor domain.  It is used   as an 

e s t i m a t e  of potential speedup obtainable 

through load b a l a n c i n g  and is weighed 

against the load balancing overhead to 

determine whether or not load balancing is 

profitable at that time. 

3. Task Migration Strategy: Sources and 

destinations for task migration are 

determined.  Sources are notified o f  the 

quantity and destination of tasks for load 

balancing. 

4. Ta.sk Selection Strategy. Source 

processors select t h e  most suitable tasks 

for efficient and effective load balancing 

and send them to the appropriate 

destinations. 

The first and fourth phases of the model are 

application dependent and purely 

distributed.  Both of these phases can be 

executed independently on each individual 

processor.  For the purpose of this paper, we 

assume a simple problem characterization in 

which the problem is partitioned into a fixed 

number of tasks.  All tasks are independent 

and   may be executed on any processor in 

any sequence. Furthermore, due to the 

unpredictable nature of the task 

requirements, each task is estimated to 

require equal computation time. The initial 

task distribution is made based on the 

estimated requirements. Hence, the Processor 

Load Evaluation Phase is reduced    to a simple 

count of the number of tasks pending 

execution. Similarly, the Task Selection Strategy 

is simplified since no distinction is made 

between tasks, and the issue of l o c a l i t y  is 

ignored. For the case where tasks are created 

dynamically, if the arrival rate is predictable 

then this information can be incorporated into 

the load evaluation [33], if not predictable, 

then the potential arrival of new tasks can 

effectively b e  ignored. 

Our focus is on the Profitability 

Determination and Task Migration phases, 

the second and third phases, of the load 

balancing process. As the program execution 

evolves, the inaccuracy of the task 

requirement estimates leads to un- balanced 

load distributions. The imbalance must be 

d e t e c t e d  and measured (Phase 2) and an 

appropriate migration strategy devised to 

correct the imbalance (Phase 3). These two 

phases may be performed in either a 

distributed or centralized fashion. 

Centralized approaches tend to be more 

accurate since t h e  entire system’s state 

information is accumulated to a s i n g l e  

point, and a high degree of knowledge is used 
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in the decision process. However, the 

accumulation of information requires 

synchronization which incurs an overhead 

and a delay. This overhead may become 

prohibitively large for highly parallel systems 

and the delay may increase to a point where 

the information accumulated ages and loses 

validity. Alternatively, distributed 

approaches, although less accurate since they 

o p erate with less information, incur a smaller 

synchronization overhead. 

The above model with PSMPA, is applied to 

distributed m-healthcare cloud computing 

system to facilitate efficient patient treatment for 

medical consultation by sharing personal health 

information among healthcare providers. 

5. CONCLUSIONS 

In this paper, a novel authorized accessible privacy 

model and a patient self-controllable multi-level 

privacy-preserving cooperative authentication 

scheme realizing three different levels of security 

and privacy requirement in the distributed m-

healthcare cloud computing system with load 

balancing are proposed. The future enhancement is 

to implement the PKI system and use certificate 

authority in issuing certificates whenever the 

health information is transmitted in between 

intended parties 
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